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Abstract-The paper proposes a new and simple version of the Prandtl mixing length hypothesis for flow 
past smooth surfaces. The model has been used in obtaining extensive predictions of boundary layers on 
porous surfaces including flows with steep density and pressure gradients measured in the present study. 
Very good agreement of predictions with measurements is obtained except in flows in adverse pressure 
gradients and under conditions of high blowing. In these cases, because of convective transport of turbu- 
lence, the level of mixing length in the outer part of the boundary layer does not increase as fast as the 

boundary-layer thickness. 
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NOMENCLATURE 5 2mr concentration momentum thickness, 

Van Driest sublayer function (taken as 
constant 2G : 
Coeflicient of friction = 2~,/p,ui: 
stagnation enthalpy; 
shape factor = 6,/a,; 
mixing length constant; 
acceleration parameter = v&i duddx ; 
mixing length; 
mass-transfer parameter = ti’s/p,u,; 
mass-fraction ; 
mass-transfer rate at the surface (per unit 
area) ; 

mixing length constant ; 
laminar viscosity; 
kinemtatic viscosity; 
turbulent Prandtl or Schmidt numbers; 
density; 
shear-stress ; 
refers to either normalized mass fraction or 
enthalpy. 

streamwise pressure gradient: 
normalised pressure gradient, u/p%$ dpfdx; 
turbulent Reynolds number, ,/(z,,/p) yG/v; 

momentum Reynolds number, puS,/p; 

Stanton number, J,, w/pGuG(f$w - &); 
streamwise velocity ; 
normal velocity; 
normalized cross-stream velocity, V/ 

J(L/P>; 
streamwise distance; 
cross-stream distance ; 
normalized cross-stream distance, 

~1” JWP); 
displacement thickness, 

4( > 
1 -c dy; 

PGUG 

0 

Subscripts 

A, air; 
F, freon ; 
G, at the free stream; 
t, turbulent; 
w, at the wall. 

1. INTRODUCTION 

THE BEHAVIOUR of turbulent boundary layers with 
foreign gas injection is the subject of considerable 
current interest. The interest stems in part from the 
recognition that transpiration cooling provides a 
very effective process for protecting surfaces exposed 
to high-temperature flows. There is interest too 
because of the fundamental light these flows may shed 
on turbulent mixing processes : it is a flow where one 

6 29 momentum thickness, may easily establish large density gradients across the 
OLI flow and the shear-stress profile with strong injection 

Y; 
will be very much modified from that found on a flat 
impermeable plate. 

A companion paper [ 1) has provided experimental 
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data on the development of turbulent boundary layers 

in zero pressure under various levels of freon-12 
injection. In the context of the above paragraph, these 

data provided ‘fundamental’ information about the 
flow structure. To complement that study, in the 

present work our objective has been to consider a 
range of external pressure distributions more akin 
to those that might be encountered in actual trans- 

piration-cooling contigurations. The apparatus and 
experimental technique employed were the same as 
that described in [l]; here the pressure gradients 
were achieved by modifying the roof of the test 
section as indicated in Fig 1. 

The paper presents predictions of the new experi- 
mental data and of other transpired flows based on a 
mixing-length model of turbulence transport. 

While a number of turbulence models (e.g. [3-5-J) 
possess a greater width of applicability, the mixing 

length hypothesis has proved to be very successful for 

the prediction of wall-boundary layers; and because 

of its simplicity, it is very economical of computer 
time.* 

Dlstancs from leading edge. ft 
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0, Fov-Ad” PG. l--------l 

FIG. 1. Test section configurations for various pressure 
gradients. 

* For example, with the mixing length hypothesis a 
typical finite-difference solution requires only 30 per cent 
of the computer time needed when the 2-equation turbulence 

Among the papers dealing with the prediction of 
uniform property transpired boundary layers with 

versions of the mixing length hypothesis are those of 
Powell and Strong [6] Cebici and Mosinskis [7], 
Kays, Moffat and Thielbahr [8] and Kays [9]. The 

last of these presents the most refined form of the 
model, being based on the vast amount of experimen- 

tal data obtained by Professor Kays’ group over the 
past decade. This version of predicting quite accur- 
ately even strongly non-equilibrium flows where 
virtually step changes occur in the local level of 
transpiration or pressure gradient. Nevertheless, the 

great deal of empirical correlation that has gone into 
this model seems to weaken its prospect of giving good 
predictions in flows of a different kind from those 

from which it has been derived. Our own approach 
had been to keep the number of empirical inputs to a 

minimum. The model adopted and the rationale for 
its choice are presented below. 

2. THE MODEL OF TURBULENCE 

According to the mixing-length hypothesis, the 
turbulent fluxes of momentum, enthalpy and species 

across the boundary layer are linked to the corres- 
ponding mean-quantity profiles by the relations 

(1: 

where 

(2) 

and I is the so-called mixing length. To complete the 
model we must prescribe the distribution across the 
boundary layer of I and of the turbulent Prandtl and 
Schmidt numbers, oh,, and o,,,~; we consider the 
former first. 

Escudier [lo] has shown that, excluding the zone 
in the immediate neighbourhood of the wall, the 
distribution of mixing length across boundary layers 
on impermeable surfaces is well represented by the 
ramp function. 

1 = ky 0 < y ,< Ay,lk 

1 = ly, 
AYG 
-L < y < yc. 

k 

fll has shown that the same basic distribution model of [4] is employed. 
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occurs in transpired boundary layers too, even when 
steep density gradients are present. The slope of the 
ramp, k, emerged from this survey as a constant, 
independent of mass injection rate, density gradient or 
Reynolds number. No evidence was found of an 
increase in k above its asymptotic value for values of 
R, less than 6000 reported by Simpson [ll]. For the 
present computations it is therefore assumed that : 

k = 0425 (4) 

a value which fits the data of [l] very accurately. 
Other workers have adopted values between 040 
and 044 ; so the present choice is a consensus ofcurrent 
practice. 

Escudier found that the value of A, while exhibiting 
scatter from one flow to another, displayed no 
consistent trends; he therefore recommended a 
constant value of 0.07. Reference [l], which confined 
attention to transpired flows wlthout streamwise 
pressure gradient, showed a systematic decrease of 1 
with distance along the plate, with increase of 
injection rate and with increase of density ratio 
between injectant and primary fluid. All these effects 
could be accounted for quite well by assuming 1 to be 
a unique function of the Reynolds number R,,,, the 
formula : 

1 = @075(1 + exp - R,,J400) (5) 

providing a reasonable fit to the data; it is this version 
which is used in the present computations except 
where specifically stated to the contrary. 

It appears somewhat strange that I should display a 
dependence on viscosity when k does not, since the 
turbulence Reynolds number in the outer region is 
much larger than near the wall. The effect is well 
established however: Kays et al. [8] proposed that 
I should vary as R; “’ 25 for low Reynolds number and 
Coles [12] has shown that the strength of the “wake” 
for unblown boundary layers does not become fully 
established until R, has reached about 5000. 

In the immediate vicinity of the surface viscous 
action reduces the level of mixing length below the 
value implied by equation (3a). Thus we write : 

I= kyD (9 

where the damping function D increases from zero at 
the wall to unity in the fully turbulent region. Most 
proposals for D have been based upon extensions of 
Van Driest’s damping function, often expressible in 
the form 

D = 1 - exp - [y+(Jr+)/A+]. (7) 

Patankar and Spalding [14a] assumed A+ to take the 
constant value of 26 proposed by Van Driest. Several 

independent studies soon showed, however that 
equation (7) gave too large values of 1 in strongly 
accelerated flows and too small values in blown 
boundary layers; as a result wall friction and heat- 
transfer predictions were commonly in error by 50 per 
cent or more. In an attempt to remedy this deficiency 
A+ was held to depend on the local levels of the 
dimensionless pressure gradient and mass transfer, p+ 
and v:, perhaps the most recent proposal of this 
kind being that of Kays [9]. Even this degree of 
elaboration brought satisfactory predictions of Stan- 
ton number only where v,’ and p+ changed slowly in 
the streamwise direction. In strongly non-equilibrium 
flows therefore Kays recommends the use of an 
empirical equation which relates the streamwise rate 
of change of A+ to the amount that A+ differs from its 
equilibrium value.* 

In considering the form of D for the present work, 
we concluded that the approaches outlined above 
were not attractive. The empirical functions proposed 
were already elaborate; and these had been devised 
only with reference to uniform property flows. A form 
that would suffice for flows with appreciable gradients 
of p and p would doubtless need to be even more 
intricate. 

It seemed preferable therefore to seek a single, 
more fundamental agency to which changes in A+ 

associated with both pressure gradient and mass 
transfer could be attributed. The variation of shear 
stress in the vicinity of a wall seemed to provide such a 
unifying parameter. 

As a simplification of the proposals of [16] some 
preliminary computations were made in which A+ 

was found from the formula : 

A+ = 26/r+ y+ = A+. 

Evidently, for sucked and accelerated flows where the 
shear stress falls with distance from the wall, A+ takes 
on values greater than 26; likewise for blown and 
retarded flow A+ is smaller than in the case of a flat 
plate boundary layer. The implied effects on A+ were 
of the right sign and of about the correct magnitude 
for near-equilibrium sucked and accelerated boundary 
layers.? 

There was a further advantage which accrued from 
using the stress profile to determine A+ The shear 
stress distribution within the fluid does not alter 
immediately as a result of a suddenly imposed pressure 

* The practice had been earlier proposed and tested with 
moderate success by Jones and Launder [15]. 

.i- A recent report by Anderson et al. [17] adopts a very 
similar form except that the shear stress ratio is evaluated at 
3AC rather than A+. Agreement with experiment was 
excellent for the limited range of flows considered. 
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gradient, i.e. the stress profile lugs behind the local 
w-iation ofp+. It thus became possible to discard the 
ad hoc ‘lag equation’ for A+ which had been found 
necessary with earlier studies. 

The preliminary computations showed however 

that the above formula for A’ was rather prone to 

numerical instability. The following similar but 

even simpler damping function was therefore adopted : 

D = 1 - exp - y+z+/26 (8) 

a form which was free from this problem. Notice that 
this final form differs from the proposal of [14] and 
others only in the exponent of r+. Equations (7) and 
(8) therefore give simply the same results in near 

equilibrium flows where the change in r across the 

sublayer is slight; however, when shear stress 
gradients normal to the surface are large, equation (8) 
is decisively better than (7). 

Turbulent Pmndtl/Schmidt number 

The value of the turbulent Prandtl/Schmidt num- 

ber, Q+,,, determined from experiment is inherently 

an imprecise one. This fact almost certainly accounts 
for the considerable scatter in the reported data. 

Given this spread, however, heat and mass transfer 
data suggest that B+’ I is close to unity near the surface, 
falling gradually to about @5 near the edge of the 

flow. 
A number of data [l, 18,191 suggest a sharp rise in 

cr,+! very near the wall; in this region however 

turbulence levels are high and probably affect the 

measured velocity profile in a non-random way. 
Perhaps the best reason for treating the Prandtl/ 
Schmidt number as constant in the near-wall region 

is Patankar and Spalding’s [14] finding that this 
supposition gives accurate prediction of mass transfer 

rates in pipes at high Schmidt numbers. We made a 
number of calculations with a constant value of 
Q~,, of 0.9 and found this led to entirely acceptable 
predictions of concentration profiles except for 
extreme levels of freon injection; but because of this 

defect it was decided to adopt Rotta’s [ZO] proposal 
which fitted the data of [l] and [18] well : 

fJ$$, = 0.95 - 0.45(y/yc)2. (9) 

Solutions of the equations 
The steady, 2-dimensional mean-flow transport 

equations for momentum and a conserved property 4 
such as enthalpy of chemical species may be written : 

au au 
P”z + PV- 

EY 

dp ? 
c.z 

- z + ~ t/J, + /L) i7” 
ZY [ 1 ZY 

(10) 

Equations (10) and (11) with the turbulence model 
defined by equations (2)--(9) incorporated, have been 
solved by means of the PatankarSpalding [14b] 

finite-difference procedure for parabolic equations. 

Typically 40 cross-stream nodes were used to cover 
the boundary layer, the spacing being non-uniform 
with about 50 per cent of the nodes in the region 

y+ < 100. The nearest grid point to the wall was 
always located in the viscous sublayer where turbulent 
transport was negligible. Computing time on a CDC 

6600 computer was about 10s per run. 
We could find no experimental data of the molecular 

transport coefficients for freon/air mixtures. For the 
flows with freon injection, we therefore determined 
,u and cb as described in Appendix 1. 

3. PRESENTATION AND DISCUSSION OF RESULTS 

In the predictions presented below the variation of 

the boundary layer shape factor, H,,, and skin friction 
coefficient provide the main basis for assessing the 
satisfactoriness or otherwise of the calculated be- 
haviour. In the past it has been customary to draw 

comparison also with the variation of R,. For blown 
boundary layers, however, wall friction is such a small 

contributor to the growth of the boundary layer 
that agreement with experiment of the momentum 
thickness Reynolds number shows little more than 
that the experimental data are two dimensional. 
For all except one of the test cases considered here 
measured and predicted variation of R, are scarcely 
distinguishable ; we therefore omit the comparison 
for all but the exceptional case. 

The first flow considered (in Figs. 2 and 3) is the 
flat plate boundary layer with uniform air injection, 
the data being those of McQuaid [Zl], Simpson et al. 
[22] and the authors [l]. The turbulence model 
chosen took particular note of experimental data of 
this particular flow so we ought not to fail to get good 

agreement here. Indeed, all the cr predictions are 
correct within the accuracy of the data and there is 
generally good agreement with the measured values of 
H,,. There are two discrepancies worth noting 
however. Firstly, at thefhighest injection rate, Simp- 
son’s values of H,, fall off towards the end of the 
plate, a behaviour which agrees neither with the 
predictions nor wlth the other experimental data. 
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rc,y, ,;f=yy 

0 4 8 12 16 x, 24 26 32 36 40 

x. I” 

FIG. 2. Predictions of zero pressure gradient air injection H 12 
data of (a) [2] (b) Simpson [22] (c) McQuaid [21]. 

I I I I I I I I 1 
(0) 3 

FIG. 3. Predictions of air injection zero pressure gradient of 
data of (a) [2] (b) Simpson [22]. 

Second, predictions of the authors’ H,, data are about 
5 per cent below measurements for M = 0.088, a 
behaviour that recurs in other predictions; for 

reference we show that a reduction of 1 to 0.07 brings 
predictions into agreement with measurements. A 
selection of predicted and measured velocity profiles 

are shown in Fig. 4; agreement between the two is 
virtually complete in both the near-wall and the wake 
region of the boundary layer. 

Prediction of the freon-injection data [I] are 
shown in Figs. 5 and 6. Because of the introduction of 
high density gas at the wall the shape factor now falls 

FIG. 4. Predictions of velocity profiles with air injection and 
zero pressure gradient for [2]. 
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FIG. 5. Predictions of the freon injection data in zero pressure 
gradient for [2]. 

as M is increased. Agreement is satisfactory except 
the predicted CJ at the highest injection rate; its value 

is only one third that of the measured. For such a 
large value of M however, the error could arise from 
~0.5 per cent error in measuring 6,. Since this 
pattern of disagreement is not repeated in any of the 
other flows considered we think it likely that the 
experimental data are in error here. Figure 6 shows the 
development of the velocity and concentration pro- 
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I --V-T 7-j 

,!A=0 0077 

FIG. 6. Predictions of velocity and concentration profiles for freon injection and zero pressure 
gradient for [2]. 

files along the plate for &I = O-0077 ; again the pre- 
dicted profiles are almost indistinguishable from a 
best fit through the data. This indicates how sensitive 

H,, may be to very small differences in velocity 
distribution; for at x = 2 in. there is a significant 

difference shown in Fig. 5 between measured and 

predicted values of H12. As the final comparison for 
zero pressure gradient Fig. 7 compares predicted 

x, I” 

FIG. 7. Comparison of the predictions with the heat-transfer 
data of Moffat and Kays [23J. 

Stanton numbers with Moffat and Kays’ [23] 
measurements. Agreement throughout is probably 
within the accuracy of the data though at the lowest 
M predictions are about 4 per cent higher than a 
mean line through the data. The discrepancy would 
not be worth mentioning were it not that a consistent 
trend is shown in Fig. 5 for the lowest rate of freon 
injection.* 

Measurements and predictions of the present 
favourable pressure gradient tests are shown in Figs. 

8-10 for air and freon injection respectively. A 
complete tabulation of these and other data is given 
by Baker [2] and Appendix 2 provides boundary- 

condition information for use by predictors. In 
these flows, since II, is nearly constant over the plate, 

the parameter M diminishes from the forward to the 
trailing edge of the porous section as uc increases. This 
is why, at the highest injection rate, the shape factor 
in Fig. 8 rises at first then falls. The acceleration 

parameter K is fairly uniform with a level of about 
1.3 x 10-e, i.e. about half that required to cause 

reversion of an untranspired flow to laminar. For both 
air and freon injection correspondence between 
measured data and prediction is again very close: 

both show that the acceleration leads to appreciably 
higher levels of cr than when dp/dx = 0. As before, 
the predicted profiles of u and m shown in Fig. 10 are 
virtually indistinguishable from the experimental 

data. 

* The wall mass fraction is related to the Stanton number 
by the formula : 

01 I . 1 ; 1 1 I ,I 1 ’ 1 
0 2 4 6 8 10 12 14 16 18 20 

I NC 

FIG. 8. Predictions of the air mjectton data in a favourable 
uressure gradient for f21. s, = M(m, - 1 m”. 
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FIG. 9. Predictions of the freon injection data in a favourable 
pressure gradient for [2]. 

In McQuaid’s [21] favourable pressure gradient 

test blowing began before the acceleration was 
applied and continued after it fell off. The shape 
factor shown in Fig. 11 reflects this sequence by 

increasing at first, falling for a time and then increas- 
ing again towards the end of the plates; the predic- 
tions reproduce this behaviour very closely. 

Perhaps the most challenging data available of 

accelerated transpired boundary layers are some of 
those obtained by Kays’ group [24,25]. Four such 
tests are shown in Figs. 12 and 13; in all cases step 
changes in acceleration level are imposed on a con- 

*- 
I.3 I I I I I I I I : 

0 4 8 I* 16 20 24 28 32 36 

x, In 

FIG. 11. Comparison of predictions with McQuaids’ [21] 
favourable pressure gradient data. 

I I II I I I III 

x. in 

FIG. 12. Comparisons of predictions with Julien’s [24] 
hydrodynamic data in a moderate favourable pressure 

gradient. 

FIG. 10. Predictions of velocity and concentration profiles for freon in 
a favourable pressure gradient for [2]. 
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FIG. 13. Comparison of predictions with Loyd’s [25] strong 
favourable pressure gradient. 

stant-A4 level of transpiration. In Fig. 12 it is seen that 

about the correct rate of change of H,, and c,r is 
predicted following the application and removal of 
dp/dx. The result supports the view that the use of the 

damping functions of equation (8) enables the ‘lag 
equation’ for A+ to be dispensed with. The flows 
considered in Fig. 13 are for higher levels of accelera- 

tion ; predictions are again in generally satisfactory 
agreement with experiment. 

Predictions and measurements of the present data 
for flow in an adverse pressure gradient with air 
injection are shown in Fig. 14. Here a mild adverse 

pressure gradient had been applied from 12 in. up- 
stream of the blown section. For these tests the local 
level of A4 increases with distance downstream as 

UC falls. It is seen from the H,, curves that, for large 
M, 1 needs to be reduced in order to get satisfactory 
predictions. The only serious discrepancy in cI occurs 
at the last measuring station for the highest injection 
rate. Momentum balance suggested a small positive 
value of cr at 18 in. whereas the prediction indicates 
separation at x = 16 in. We think it probable that at 
18 in. the flow had just separated since the dynamic 
pressure recorded by a pitot against the surface was 
equal to the static pressure there. 

The corresponding measurements for freon in- 
jection are shown in Fig. 1.5. The adverse pressure 
gradient was rather more severe than for the case of 
air injection. We include the variation of R2 with x 

FIG. 14. Predictions of the air iniection data in an adverse 
pressure gradient for [Z]. 

I, in 

FIG. 15. Predictions of the freon injection data in an adverse 
pressure gradient for [21. 
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because this case is the only one where there is any 
significant disagreement between measurement and 
prediction. As remarked earlier, because of the in- 
significant contribution of cI to the momentum ba- 
lance in transpired flows, lack of agreement between 
measured and predicted R,‘s is usually a sign that the 
measured flow is not quite two-dimensional. The 
problem of obtaining two-dimensional flow is es- 
pecially severe in an adverse pressure gradient because 
the rapid thickening of the side-wall boundary layers 
will cause the flow along the test plate to converge. 
In most cases, as here, the predicted growth of R, 
is less than measured (for further examples of un- 
transpired flows see Kline et nl. [26]). Here we see that 
to obtain reasonable predictions of H,, the value of 1 
must be reduced from 0.075 to @065. Sample velocity 
and concentration profiles are shown in Fig. 16 for the 

will on average have originated many boundary 
layer thicknesses upstream and so carry some of the 
character of the boundary layer at an earlier stage in 
its development. When the boundary layer undergoes 
only slow evolution this ‘historical’ influence is not 
noticeable for the boundary layer thickness will not 
change drastically over the lifetime of a typical energy 
containing eddy. In strongly blown and retarded 
boundary layers, however, the ‘mixing length’ of the 
eddies is really indicative of the flow some distance 
upstream where the boundary layer was appreciably 
thinner. Consequently the apparent value of 1 falls. 
To remedy this shortcoming one needs to calculate 
the length scale from its own transport equation 
rather than prescribe it; this is what the more ela- 
borate 2-equation turbulence models do, e.g. [4]. 

McQuaid’s adverse pressure gradient test is for 

r T-I I 1 I I 
Freon ~=0~065- 

=o 075-- 

0 0 
0 2 4 6 8 IO 0 2 4 6 8 IO 12 

Y/B, 

FIG. 16. influence of values of upon the of the 
pressure gradient [2] (R 0904 and = 10 

two values 1; the between prediction 
experiment on plots does perhaps, look 

serious here it does Fig. 15. before, cr 
and m, shown in 15, are greatly 
affected the value 1; agreement predictions 
with falls within uncertainty. 

The predictions consistently that 
adverse gradients or injection rates 

1 to smaller than zero-pressure- 
gradient with zero small injection 
Bradshaw [27] previously drawn same con- 

regarding the of pressure on 
mixing We believe cause may traced to 

very rapid of the layer under 
conditions in By taking mixing length 

the outer of the layer proportional 
y, we presuming that dimensions of 

energy containing are a of the 
boundary layer But, in these eddies 

a small and M. standard value 
1 (@075) the data [2] though test 
case not a one; for reason we not show 

Thompson’s [28] provide interesting 
because dpldx severe and is prevented 

by suction the surface. these flows 
“H” and leading 14 of test provided 

both severe test a set data which very 
closely For test shown in 

17 the velocity approached per cent 
uo keeping virtually constant the plate; 

with the factor variation reason- 
ably For test shown in 18, the 
gradient is as severe M is about 
-O%l4; therefore increases The 
predicted factor falls below the 
values as flow develops indicating 
that too, a smaller value 1 would 
appropriate. 
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““r 1 -1 T I I I r 71 

x. In 

FIG. 17. Comparison of the predictions with Thompsons’ 
[28] suction layer If in an adverse pressure gradient. 

The final set of predictions relate to the present 
experiments in nozzle D (see Fig. 1) where a severe 

favourable pressure gradient is followed by an adverse 
one. We have not attempted to deduce an experimen- 
tal value for cf in this case because streamwise 

changes in flow structure are so rapid. We see from 
Figs. 19-21 however, that for both air and freon 

injection the agreement between measurement and 
prediction is quite remarkable : calculated shape 

factors, wall concentrations and the u and m profiles 
are all virtually indistinguishable from the data. 

The above result at first may seem strange for it 
appears to conflict with the earlier finding that i. 

generally needs to be reduced in an adverse pressure 
gradient. The important difference. in the present 
case, is that the region of positive dp/dx is preceded by 

a region of strong acceleration. Through the accelera- 
tion the boundary layer decreases in thickness and so, 
because of the convection effect discussed above, at 

201 
r’ ,‘$--I 

r.401 
x, in 

FIG. 18. Comparison of the predictions with Thompson’s 
[28] suction layer J in an adverse pressure gradient. 

FIG. 19. Predictions of the air injection data for the favour- 
able-adverse pressure gradient for [2]. 

FIG. 20. Predictions of the freon injection data for the 
favourable-adverse pressure gradient for [2]. 

the end of the acceleration the mixing length is 
larger than ly,. Now, in an accelerating flow pre- 
dictions are not sensitive to the value of the mixing 
length in the outer half of the layer because the shear 
stress is low there; that is why accuracy in the acce- 
lerated region is not impaired. Moreover, this ab- 
normally large value of A is carried over into the 
region of adverse pressure gradient and thus makes 
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FIG. 21. Predictions of velocity and concentration profiles 
for the favourable-adverse pressure gradient for [2]. 

I larger than would have been the case if a zero 

pressure gradient region had preceded the retardation. 
It seems that for the above reasons the ‘standard 
value’ of i. rather fortuitously gives good predictions 

throughout. 

4. CONCLUDING REMARKS 

The paper has proposed a simple version of the 
mixing length hypothesis for calculating boundary 
layers on porous surfaces. In the previous section the 
model has been used to obtain extensive predictions 
of transpired flow including data from the present 
study involving strong lateral density gradients and 
streamwise pressure gradients. The emphasis has 
been to provide the most searching tests available 
so that inherent shortcomings of the model as well 
as its successes, sh,-.lld come to light. 

For most of the flows considered the model has 
acquitted itself very well. We have consistently 
found, however, that in order to predict accurately 
flows under high levels of injection (it4 5 0.01) 
particularly in adverse pressure gradients, the value 
of il needs to be reduced below the standard high- 

Reynolds-number value of O-075. In section 4 we 

argued that the reduction in the ‘true’ value of I was 

due to convective transport under conditions of rapid 

boundary layer growth. The result suggests that in 
these extreme flows we should calculate 1 from a 
convective transport equation as is done in L-43. 
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APPENDIX 1 

Transport and Other Propertiesfor Freon/Air Mixtures 
The molecular viscosity of the gas mixture was obtained 

from Wilke’s [29] relation for a binary gas. For a freon-air 
mixture, it turned out that this (considerably more elaborate) 
formula implied that, within very close limits, the kinematic 
viscosity was a linear function of the mass fraction, i.e. 

u = vFm + ~~(1 - m). (A.1) 

We determined v from the above equation and obtained the 
dynamic viscosity by multiplying by the mixture density p 
defined as : 

PAPF 
P = ----- 

pF(l - 4 + p,p’ 
(A.21 

Experimental data on the molecular Schmidt number for 
air-freon mixtures could not be found from any of the usual 
sources. The manufacturers of Freon provided a calculated 
value for pure freon of 021, and the Lennard-Jones equation 
(see Hirschfelder et al. [30D indicated values ranging from 
020 for pure Freon to 1.2 when only a trace was present. 
We felt uncertain of the accuracy of these analytical estimates 
and hence turned to concentration measurements of 
reference [l] to provide an independent estimate. Within the 
viscous sublayer the species equation, with streamwise 
convective transport neglected, may be integrated to give 

(;sj = exp(%p) (A.3) 

which may be converted to the following equation for o, 

(A.4) 

Equation (A.4) is thus used to obtain a value for em from 
measured values of tic, m, and of the m-y profile in the 
immediate vicinity of the wall.* The values for u, that 
emerged lent support to the value of 02 for pure Freon and 
displayed a roughly linear variation with h. The low- 
concentration data suggested however, a value of about 
0.7 for m + 0, i.e. rather lower than implied by the Lennard- 
Jones formula. The result is probably due partly to the fact 
that the concentration probe was not fully immersed in the 
viscous sublayer at low injection rates (since ~~ is then 
larger and, for a given distance from the wall, y + is bigger). 
We therefore used the following formula giving values inter- 
mediate between those obtained from the Lennard-Jones 
formula and those inferred from experiment : 

0, = 0.9 - 0,7m,. (A.5) 

APPENDIX 2 

The following tables give the boundary conditions for 
predictions of the data. The free stream velocity variation 
is defined as : 

UG = co + c,x + c*x* + 

where x is in inches. The mean injection rate is given in 
terms of $/:lp, to reduce sensitivity of the predictions to 
small free stream density variations. The local injection rate 
may be obtained as follows . I/ 
M=J- mw r1-@0248x+0@0342x~- r1 0000101 x”]. 

UC? LPGJ - 

* Equation (A.4) is strictly true only if p and 6, are 
uniform. In practice, however, the small variations in p and 
0, over the region where (A.4) was fitted do not have a 
significant effect on the estimated value of 0,. 
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Initial Free stream velocity (ft/s) 
profile at 

Is;ix103 2; x=0 0 < X < 20(in.) x<o 

(& R, H,, cOxlo-’ C1xlO’ cz x lo3 c, x 10-l 

0 320 
@074 320 
0147 350 
0.297 300 
0443 300 

0 450 
0135 560 
0269 550 

0 0 1900 
2.66 a213 1800 
4.02 0321 1750 
6.22 0494 1650 

0 0 
2.04 0152 
4.05 0300 

3250 

0 520 
0106 480 
0209 490 
0426 480 
0645 470 
0.858 500 

0 480 
0095 520 
0190 650 
0436 760 
@SO1 700 

1.50 9.16 
1.52 9.66 
1.49 9.70 
1.48 9.59 
1.43 9.57 
1.41 9.47 

1.65 5:77 
1.64 5.68 
1.62 5.70 
1.70 5.60 
1.70 5.68 

1.50 3.38 
1.50 3.42 
1.52 344 
1.58 3.38 
1.63 3.37 

1.56 3.54 
1.53 3.41 
1.54 3.82 

1.61 9.13 
1.59 8.88 
1.63 8.74 
1.62 8.51 

1.62 8.71 
1.62 8.57 
1.62 8.44 

0 0 9.76 
2.23 - 8.83 9.66 
0.71 030 9.70 
0.69 0.18 9.59 
1.65 - 1.35 9.57 
2.63 - 0.78 9.47 

0 0 57.7 
a37 0.11 56.8 

-0.71 4.17 57.0 
018 -066 56.0 

-009 2.19 56.8 

5.48 4.42 3.38 
4.46 4.89 3.42 
4.94 4.62 344 
5.29 4.73 3.38 
5.04 4.95 3.37 

5.62 4.55 3.54 
4.87 4.82 3.41 

-013 643 3.82 

- 11.45 1.18 
- 10.29 1.33 

- 8.94 1.12 
-7.12 1.05 

- 14.75 2.25 
- 14.56 244 
- 13.05 1.95 

?,I m- Initial Free stream velocity (ft/s) 
R x lo3 

(1;) 
profile 

atX=O -2 i X < 20(in.) x< -2 

0 

l 2 :).25 

2 
6.40 

-z 
2 [ 

0 
1.92 

5 LL 3.84 

R, HI, c,x10-’ c,x10~c,x10*c,x10*c‘$x103c~x10~c~x10~ c,x10-’ 

0 860 1.54 4.33 1.23 - 2.76 9.75 -9.26 2.23 008 3.97 
0228 860 1.54 4.28 1.09 3.03 10.75 - 12.08 4.04 - 3.46 3.97 
0439 860 1.54 4.12 0.99 24.73 4.98 - 6-70 1.97 -065 3.97 

0 1000 144 4.01 0.90 42.13 2.12 -4.43 1.08 0.62 3.97 
0133 1000 144 4.54 016 - 55.06 3.87 - 34.48 14.60 -21.57 3.97 
0266 loo0 144 4.17 0.96 15.51 7.17 -8.15 2.21 -040 3.97 

H.M.T. 17.2 

COUCHE LIMITE TURBULENTE AVEC INJECTION DE GA2 ETRANGER: 
II-CALCUL ET MESURE DANS DE SEVERES GRADIENTS DE PRESSION 

LONGITUDINAUX 

RCnm~L’article propose une version nouvelle et simple de la longueur de mklange de Prandti pour un 
tcoulement le long de surface lisses. Le modkle a ttC utilisk pour obtenir une extension aux couches limites 
sur des surfaces poreuses, incluant des Ccoulements avec des gradients tlevts de dcnsitC et de tempkrature, 
mcsuris dans cette ktude. Un trb bon accord des calculs et des mesures est obtenu sauf dans des Ccoule- 
tnents g gradient de pression adverse et sous des conditions de soufflage intense. Dans ces cas, ti cause du 
transport convectif de turbulence, la valeur de la longueur de mklange dans la zone externe de la couche 

limite ne croit pas aussi rapidement que I’tpaisseur de la couche limite. 

J 
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DIE TURBULENTE GRENZSCHICHT MIT FREMDGASEINSPRITZUNG-II. 
BERECHNUNGEN UND MESSUNGEN BEI STARKEN DRUCKGRADIENTEN 

Zusammenfassung-Es wird eine neue und einfache Version der Prandtl’schen Mischlangenhypothes fur 
eine Stromung fiber glatte Oberflachen vorgeschlagen. Dieses Model1 wurde zur Bestimmung von Grenz- 
schichten an poriisen Oberflichen bei Striimungen mit hohen Dichte- und Druckgradienten herangezogen, 
wie man Sie in der vorliegenden Arbeit gemessen hat. Die Voraussagen stimmen mit den Messungen sehr 
gut iiberein, ausser in Stromungen mit gegenllufigen Druckgradienten und unter der Bedingung starken 
Einblasens. In diesen Fallen wlchst wegen des konvektiven Turbulenztransportes die Mischllnge im 

Lusseren Teil der Grenzschicht nicht so schnell an wie die Dicke der Grenzschicht. 

TYPBYJIEHTHbIH HOPPAHHYHbItl CJIOH C BAYBOM WifEEPOfiHOI‘O I‘ASA : 
II-PACZIET M H3MEPEHMH HPH PPAAMEHTAX AAB2EHWI, 

HAHPABJIEHHbIX CTPOrO HO TEYEHMK) 

AHHOT&qWJI--nPCH3IaraeTCR HOBbIfl EI IIpOCTOi BapMaHT rHIIOTe3bI 0 AJIHHe IIYTH CMeIIIeHHR 

&laHRTnR IIpil 06TBKBHm rJIaAKI4X IIOBepXHOCTeffi. MOAWIb HCIIOJIb3OBaJIaCb HJIR IIOJIJ’WHHR 

nO~pO6HbIX p3.C%TOB IIOrPaHHqHbIX CJIOeB Ha IlOPllCTbIX IIOBepXHOCTRX IIpI4 TeqeHAM C 

pE3KtiMA rpa#U?HTaMH AaBJIeHMU H IIJIOTHOCTR, &I3MepeHHbIMId B JJZlHHOfi pa6ore. B pa6ore 
IIpeACT3.BJIeHbI TaKmKB 3KCIIePHMeHTaJIbHbIe MCCJIeAOBaHWI IlO ,QaHIIOMJ' BOIIPOCJ'. nOJIyWH0 

O'II?Hb XOpOIIIW COOTBeTCTBHe MWKAy ,,aC%'TaMLl II lI3MepeHWIMM 3a IlCliJIIOW?HHeM CJlJ'WUI 

TeWHIlZt C IIOJIOHZHTI?JlbHbIMPI IJlaAPIeHTZlMDI AaBJIeHlnR M CMJIbHbIM BAYBOM. B 3TRX CJIYWRX 

113-W KOHBeKTClBHOrO TJ'p6yJIeHTHOl-0 IIepeHOCa Bf?JIRqllHa IIYTM CMeUIeHMR Ha BHeIIIHett 

rpannne norpanasnoro cnon noapacraer uennennee no cpannencrro C TomIfRHoB norpaaus- 
Hero CJIOR. 


